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Testing

𝑖! = 0.5

𝑖" = 0.7
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Interval Arithmetic 
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Interval Arithmetic 

𝑖! ∶ −1, 1

𝑖" ∶ [−1. 1]
ℎ! ∶ 	 [−2, 2] ℎ! ∶ [0, 2]

ℎ! = 𝑖! + 𝑖" ℎ! = 𝑅𝑒𝐿𝑈(ℎ!)

𝑅𝑒𝐿𝑈 −2, 2 = [0, 2]

Interval Arithmetic 

−1, 1 + −1, 1 = [−2, 2]
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Residual Error

Fully connected, ReLU, tanh

•Intervals,
•Derivative Intervals
•Double Derivative Intervals

Finding upper bound of 𝑢! + 𝑢 ⋅ 𝑢" − 𝜇 ⋅ 𝑢"" +
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Results – Residual Error

𝑥 ∈ [0.1, 1] 𝑥 ∈ [−1,−0.1]
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Standard Training

Random points sampled from input space



Adversarial Training

Pick worst performing point in a local region



Adversarial Training

Pick worst performing point in a local region
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Finding Adversarial Points - PGD
Projected Gradient Descent

Source: https://towardsdatascience.com/know-your-enemy-7f7c5038bdf3



Residual Error – Adversarial Training



Residual Error - Comparison

Standard Training Adversarial Training



Residual Error - Comparison

Standard Training Adversarial Training



Certified Training 

Over-approximated loss of a local region
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Over-approximated loss of a local region 
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